# Intermediate Report

Since our goal is to compare the similarity of two news websites(new york times and time), so we have extracted the titles and key words from datasets we collected from the main page of each website.

Then in the first approaches, we use the k-gram of jaccard distance of 1 word among several same day separately and several days together. But the result is around 0.1, which is not good. I also tried k=2 characters k-gram on jaccard distance. Result is up to 0.68, but we can’t figure out any intuitive information from the intersection set. Thus I think k-gram for character does not work well. From another perspective, 1 word k-gram should be good, if I properly use well-processed data. Then I think there are some further optimization works we need to do before calculate the similarity.

Then I am trying to build up a stop-word list by applying the TF-IDF to text information in order to filter the some high frequency but meaningless works like “the”, “we”, ”year”, ”only”, “did”.

There are some features we could assume they are meaningless:

1. From a large dataset (such as two weeks or more data), those words that only appears once. It would probable be a really special word or it might be a not that important thing like ”date”, ”Monday”, “hair”.
2. From a comparably large data, those words show a really high frequency. It would more likely to be a “common”, necessary but do not have meaningful meaning like “a”, ”not”, “like”, “but”.
3. There are also some exception signal that I did not notice and remove from the dataset like” ”the ”………

After TF-IDF preprocess, the similarity between two website in the same day is going up form 0.1 to 0.16-0.18.

Extremely for a ten days news data, the similarity has a significant growth: 40%